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Abstract. We propose two kinds of variational sets of any order for multivalued
mappings and show that they are advantageous over many known generalized derivatives in
the use for establishing optimality conditions. Applying these sets we prove both necessary
and sufficient optimality conditions of any order for efficiency and weak efficiency in a
unified way. Many corollaries and examples are provided to show that our results include
many recent existing ones. The imposed assumptions are very relaxed and the proofs are
rather short in comparison with that of recent results in the literature.
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1. Introduction. First-order derivatives (of various types, classical or
generalized) of mappings are other mappings with linearity nature, used in
approximating the given mappings to simplify a problem for studying it.
To have better approximations higher-order derivatives are applied. For
optimization-related problems this technique is commonly and effectively em-
ployed. In particular, to establish optimality conditions we can see this ap-
proach used from the classical Fermat theorem to recent results in nonsmooth
optimization involving generalized derivatives of multivalued mappings. For
generalized derivatives and their applications in variational analysis see excel-
lent books [2, 15, 18] and long papers [8, 16]. Examining existing optimality
conditions we can observe that the key argument is included in a separation
of suitable sets. To explain the idea let us take the well-known scheme of
Dubovitskii-Milyutin [7] for first-order optimality conditions in single-valued
scalar optimization problems: the intersection of the cone of the decrease
directions of the multiobjective function and the cone of the feasible direc-
tions defined by the constraints must be empty at a local minimizer. Here
the cone of the decrease directions is defined by a kind of derivatives. For
other theories of optimality conditions, specially of higher-order conditions,
in more complicated problems we may have separations of sets, not cones.
An important point of a necessary optimality condition of this type is that
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the larger the sets are, the stronger the result and the smaller gap with the
corresponding sufficient condition are. This is a motivation for us to pro-
pose variational sets replacing derivatives so that they are bigger than the
sets defined by the known derivatives and can be used in the mentioned sep-
aration. The second point is that the proposed variational sets should be
not more difficult to be computed than most of the known derivatives. The
third point is that the assumptions imposed for optimality conditions to be
established should be as relaxed as possible. Computing our variational sets
consists of only limits of mutifunctions in the Painlevé-Kuratowski sense.
For our necessary optimality conditions no assumptions are imposed and for
the sufficient ones only relaxed convexity is needed. It appears that both
first-order and higher-order optimality conditions can be shortly proved in
a unified study. Due to these advantages our considerations include many
existing results as special cases and in many circumstances the proofs of our
main results together with the deriving consequences are still shorter than
the original proofs.

The layout of the paper is as follows. In the rest of this section we recall
some definitions. We propose two kinds of variational sets of any order in
Section 2. Both necessary and sufficient conditions for optimality of any
order are established in the next Section 3. The final Section 4 contains
many recent existing results as consequences of the theorems in Section 3
and also discussions about comparisons.

In the sequel, if not otherwise stated, let X,Y and Z be real normed spaces
and let C ⊆ Y and D ⊆ Z be closed convex cones with nonempty interiors.
For H : X → 2Y , the domain, graph and epigraph of H are defined as

domH = {x ∈ X| H(x) 6= ∅}, grH = {(x, y) ∈ X × Y | y ∈ H(x)},
epiH = {(x, y) ∈ X × Y | y ∈ H(x) + C}.

If domH = Q, we also write H : Q → 2Y instead of saying H : X → 2Y with
domH = Q.

The only kind of limit of mutifunctions we use is the following Painlevé-
Kuratowski sequential upper limit

lim sup

x
H−→x0

H(x) = {y ∈ Y | ∃xn ∈ domH : xn → x0,∃yn ∈ H(xn) : yn → y},

where x
H−→ x0 means that x ∈ domH and x → x0.

The convexity assumptions for our sufficient optimality conditions will be
the following relaxed properties. A subset Q ⊆ X is called star-shaped at x0

if ∀x ∈ Q, ∀α ∈ [0, 1], (1−α)x0+αx ∈ Q. A set-valued mapping H : X → 2Y

is said to be C-convex-along-rays at (x0, y0) ∈ grH on a star-shaped set Q if
∀x ∈ Q, ∀α ∈ [0, 1],
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(1− α)H(x0) + αH(x) ⊆ H((1− α)x0 + αx) + C.

H : X → 2Y is called pseudoconvex at (x0, y0) ∈ grH if

epiH ⊆ (x0, y0) + TepiH(x0, y0),

where, for a subset Q ⊆ X, the contingent cone of Q at x̄ ∈ X is

TQ(x̄) = {u ∈ X| ∃tn → 0+,∃un → u,∀n, x̄ + tnun ∈ Q}.
Our notations are almost standard. For Q ⊆ X, int Q, cl Q, bd Q denote

its interior, closure and boundary, respectively. Furthermore,

cone Q = {λq| λ ≥ 0, q ∈ Q},
cone+Q = {λq| λ > 0, q ∈ Q}.

BX stands for the closed unit ball in X and BX(u, δ) for the ball centered at
u ∈ X and of radius δ. For H : X → 2Y , the so-called profile mapping of H
is H+ defined by H+(x) = H(x) + C, ∀x ∈ X (then clearly grH+ = epiH).
For a cone C ⊆ Y,C∗ is the (positive) polar cone:

C∗ = {y∗ ∈ Y ∗| 〈y∗, c〉 ≥ 0,∀c ∈ C}
and, for u ∈ X,

C(u) = cone (C + u).

A nonempty convex subset Q of a convex cone C is called a base of C if C =
cone Q and 0 6∈ cl Q. U(x0) is used to denote the set of all neighborhoods of
x0 ∈ X.

2. Variational sets. To approximate multivalued mapping F : X → 2Y

at (x0, y0) ∈ grF we define the following two types of higher-order variational
sets, where v1, ..., vm−1 ∈ Y .

DEFINITION 2.1. The first, second and higher-order variational sets of
type 1 are the following:

V 1(F, x0, y0) = lim sup

x
F−→x0,t→0+

1

t
(F (x)− y0),

V 2(F, x0, y0, v1) = lim sup

x
F−→x0,t→0+

1

t2
(F (x)− y0 − tv1),

V m(F, x0, y0, v1, ..., vm−1) = lim sup

x
F−→x0,t→0+

1

tm
(F (x)−y0−tv1− ...−tm−1vm−1).

DEFINITION 2.2. The first, second and higher-order variational sets of
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type 2 are the following:

W 1(F, x0, y0) = lim sup

x
F−→x0

cone+(F (x)− y0),

W 2(F, x0, y0, v1) = lim sup

x
F−→x0,t→0+

1

t
(cone+(F (x)− y0)− v1),

Wm(F, x0, y0, v1, ..., vm−1)

= lim sup

x
F−→x0,t→0+

1

tm−1
(cone+(F (x)− y0)− v1 − ...− tm−2vm−1).

Remark 2.1. To see the nature of these definitions let us compare vari-
ational sets of first and second-orders with commonly used sets related to
well-known derivatives. Similar and general comparisons for higher-order
variational sets will be given in Proposition 4.6.

Recall that the (first-order) contingent derivative of F : X → 2Y at
(x0, y0) ∈ grF is a multivalued mapping DF (x0, y0) defined by

DF (x0, y0)(u) = lim sup
u′→u,t→0+

1

t
(F (x0 + tu

′
)− y0).

The second-order contingent derivative of F at (x0, y0) with respect to
(wrt) (u1, v1) ∈ X × Y is a multivalued mapping D2F (x0, y0, u1, v1) defined
by

D2F (x0, y0, u1, v1)(u) = lim sup
u
′→u,t→0+

1

t2
(F (x0 + tu1 + t2u

′
)− y0 − tv1).

Then, clearly we have

DF (x0, y0)X ⊆ V 1(F, x0, y0),

D2F (x0, y0, u1, v1)X ⊆ V 2(F, x0, y0, v1).

Moreover, it is obvious that

cone(F (x0)− y0) ⊆ W 1(F, x0, y0),

cone(cone(F (x0)− y0)− v1) ⊆ W 2(F, x0, y0, v1).

Note that DF (x0, y0)X, D2F (x0, y0, u1, v1)X, cone(F (x0)− y0) and
cone(cone(F (x0)− y0)− v1) are among the biggest sets related to derivatives
and to approximating cones for subsets. So the above comparisons (together
with Proposition 4.6 below) show that the variational sets in Definitions 2.1
and 2.2 are really very big as required and expected (see Section 1).
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Remark 2.2. For all m ≥ 1 we have

(i) V m(F, x0, y0, v1, ..., vm−1) ⊆ Wm(F, x0, y0, v1, ..., vm−1);

(ii) V m(F, x0, y0, 0, ..., 0) = V 1(F, x0, y0),

Wm(F, x0, y0, 0, ..., 0) = W 1(F, x0, y0).

(iii) If v1 6∈ V 1(F, x0, y0) then V 2(F, x0, y0, v1) = ∅. If one of the conditions
v1 ∈ V 1(F, x0, y0), ..., vm−1 ∈ V m−1(F, x0, y0, v1, ..., vm−2) is violated, then
V m(F, x0, y0, v1, ..., vm−1) = ∅. The variational sets of type 2 have the same
property.

The inclusion in Remark 2.2(i) may be both a strict inclusion and an
equality as shown by the following example.

EXAMPLE 2.1. (i) Let X = R, Y = R2 and, for n = 1, 2, ...,

F (x) =





{(0, 0)} if x = 0,

{(−n, n)} if x =
1

n
,

{( 1

n
, 0

)}
if x = ln

(
1 +

1

n

)
,

{(
1,

1

n2

)}
if x = sin

1

n
,

∅ otherwise.

Then, for (x0, y0) = (0, (0, 0)) ∈ grF and v1 = (1, 0) ∈ Y one has

V 1(F, x0, y0) = {(y1, 0) ∈ Y | y1 ≥ 0},
W 1(F, x0, y0) = {(y1, 0) ∈ Y | y1 ≥ 0} ∪ {(−y1, y1) ∈ Y | y1 ≥ 0},

V 2(F, x0, y0, v1) = {(y1, 0) ∈ Y | y1 ∈ R},
W 2(F, x0, y0, v1) = {(y1, y2) ∈ Y | y2 ≥ 0}.

(ii) Let X = R, Y = R2 and F is defined by

F (x) =





{(0, 0)} if x = 0,

{(−n, n)} if x =
1

n
, n = 1, 2, ...,

{( 1

n
, 0

)}
if x = ln

(
1 +

1

n

)
, n = 1, 2, ...,

∅ otherwise.

For (x0, y0) = (0, (0, 0)) ∈ grF and v1 = (1, 0) ∈ Y one has

V 1(F, x0, y0) = {(y1, 0) ∈ Y | y1 ≥ 0},
W 1(F, x0, y0) = {(y1, 0) ∈ Y | y1 ≥ 0} ∪ {(−y1, y1) ∈ Y | y1 ≥ 0},
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V 2(F, x0, y0, v1) = W 2(F, x0, y0, v1) = {(y1, 0) ∈ Y | y1 ∈ R}.
PROPOSITION 2.3. Assume that x0 ∈ S ⊆ X and y0 ∈ F (x0). Assume

further one of the following two conditions
(a) S is star-shaped at x0 and F is C-convex-along-rays at (x0, y0) on S;
(b) F is pseudoconvex at (x0, y0).
Then, ∀x ∈ S,

F (x)− y0 ⊆ V 1(F+, x0, y0).

Proof. Let (x, y) ∈ grF is arbitrary and fixed.
(a) Choose tn → 0+ with tn ∈ (0, 1),∀n. Then by the assumed generalized

convexity, one has for all n,

xn := x0 + tn(x− x0) ∈ S,

yn := y0 + tn(y − y0) ∈ F+(x0 + tn(x− x0)).

Since x
F−→ x0 and 1

tn
(yn − y0) = y − y0 one gets y − y0 ∈ V 1(F+, x0, y0).

(b) Now assume that F is pseudoconvex at (x0, y0). Then

(x− x0, y − y0) ∈ TepiF (x0, y0).

By definition of the contingent cone, there exist tn → 0+ and (xn, yn) ∈ epiF
such that

1

tn

(
(xn, yn)− (x0, y0)

)
→ (x− x0, y − y0).

Consequently, xn → x0 and yn ∈ F+(xn) and

1

tn
(yn − y0) → y − y0.

Thus, y − y0 ∈ V 1(F+, x0, y0). ¤

3. Main results. For F : S → 2Y and G : S → 2Z consider the
multivalued vector optimization

(P) min F (x), s.t. x ∈ S, G(x) ∩ −D 6= ∅.
Let A := {x ∈ S| G(x) ∩ −D 6= ∅} and F (A) :=

⋃
x∈A

F (x). Recall that,

for x0 ∈ A and y0 ∈ F (x0), (x0, y0) is said to be a local weakly efficient pair
(local efficient pair) of problem (P) if there exists U ∈ U(x0) such that

(F (U ∩ A)− y0) ∩ −int C = ∅(
(F (U ∩ A)− y0) ∩ −C ⊆ (−C) ∩ C

)
.

If U = X the word ”local” is omitted from the terminology. Instead of



VARIATIONAL SETS AND OPTIMALITY CONDITIONS 7

mentioning problem (P) in the above definition we also say that y0 is a
weakly efficient point (efficient point, respectively) of the set F (U ∩A) ⊆ Y .
In general, for a subset T ⊆ Y , by WMinCT (MinCT , respectively) we denote
the set of all weakly efficient points (efficient points, respectively) of T .

The interior tangent cone of S at x0 defined in [7] as

IT (S, x0) = {u ∈ X| ∃δ > 0, ∀t ∈ (0, δ),∀u′ ∈ BX(u, δ), x0 + tu
′ ∈ S}.

PROPOSITION 3.1 [12]. If S ⊆ X is convex, x0 ∈ clS and int S 6= ∅, then

IT (int S, x0) = int cone (S − x0).

LEMMA 3.2. If K ⊆ X is a closed convex cone with nonempty interior,
z0 ∈ −K, z ∈ −int cone (K + z0) and 1

tn
(zn − z0) → z as tn → 0+ then

zn ∈ −int K for large n.

Proof. Since −z ∈ IT ( int K,−z0), by the definition of IT ( int K,−z0)
we have ∃δ > 0,∀t ∈ (0, δ),∀u′ ∈ BX(−z, δ),−z0 + tu

′ ∈ int K. Hence, for n
large enough,

−z0 + tn

(
− 1

tn
(zn − z0)

)
∈ int K,

i.e. zn ∈ − int K. ¤
THEOREM 3.3. Let (x0, y0) be a local weakly efficient pair of (P) and

z0 ∈ G(x0) ∩ −D. Then

(i) V 1((F,G)+, x0, (y0, z0))
⋂−int (C ×D(z0)) = ∅;

(ii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C ×D(z0)) then

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−int (C(u1)×D(z0)) = ∅;

(iii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C × D(z0)), (u2, v2) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd (C(u1) × D(z0)),..., (um−1, vm−1) ∈

V m−1((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd (C(u1)×D(z0)),

m ≥ 3, then

(3.1) V m((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))

⋂−int (C(u1)×D(z0)) = ∅.
Proof. By Remark 2.2(ii), (ii) with (u1, v1) = (0, 0) becomes (i) and (iii) with
(u2, v2) = ... = (um−1, vm−1) = (0, 0) becomes (ii). Hence, it suffices to prove
(iii). Suppose to the contrary that (ui, vi), i = 1, ..., m − 1, are as in (iii)
but there is (y, z) in the intersection in (3.1). By Definition 2.1 there exist

sequences xn
(F, G)−−−→ x0, tn → 0+ and (yn, zn) ∈ (F,G)(xn) + C ×D such that
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1

tn

(
(yn, zn)− (y0, z0)− tn(u1, v1)− ...− tm−1

n (um−1, vm−1)
)
→ (y, z),

where y ∈ −int C(u1) and z ∈ −int D(z0). For i = 2, ...,m− 1, ui ∈ −cone
(C + u1) and hence αi ≥ 0 and ci ∈ C exist such that ui = −αi(ci + u1).
Therefore,

1

tmn
(yn−y0−tnu1−...−tm−1

n um−1) =
1

tmn

(
yn−y0−tnu1+

∑m−1
i=2 αit

i
n(ci+u1)

)

=

(
yn − y0 +

∑m−1
i=2 αit

i
nci

tn(1−∑m−1
i=2 αiti−1

n )
− u1

)
1−∑m−1

i=2 αit
i−1
n

tm−1
n

→ y.

By Lemma 3.2, for sufficiently large n,

yn − y0 +
∑m−1

i=2 αit
i
nci ∈ −int C,

and then

(3.2) yn − y0 ∈ −int C.

Similarly, for i = 1, ...,m − 1, since vi ∈ −cone (D + z0) there exist βi ≥ 0
and di ∈ D such that vi = −βi(di + z0). Hence

1

tmn
(zn − z0 − tnv1 − ...− tm−1

n vm−1)

=

(
zn +

∑m−1
i=1 βit

i
ndi

1−∑m−1
i=1 βitin

− z0

)
1−∑m−1

i=1 βit
i
n

tmn
→ z.

Again Lemma 3.2 implies, for n large enough, that

(3.3) zn ∈ −int D.

On the other hand, there are (ȳn, z̄n) ∈ (F, G)(xn) and (c̄n, d̄n) ∈ C×D such
that

(yn, zn) = (ȳn, z̄n) + (c̄n, d̄n).

Thus, by (3.2) and (3.3), for large n we have

ȳn − y0 ∈ −int C, z̄n ∈ −int D,

contradicting the weak efficiency of (x0, y0). ¤
By a similar proof we obtain the following necessary condition using the

variational sets of type 2.

THEOREM 3.4. Let (x0, y0) be a local weakly efficient pair of (P) and
z0 ∈ G(x0) ∩ −D. Then
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(i) W 1((F,G)+, x0, (y0, z0))
⋂−int (C ×D) = ∅;

(ii) if (u1, v1) ∈ W 1((F, G)+, x0, (y0, z0))
⋂−bd (C ×D), then

W 2((F,G)+, x0, (y0, z0), (u1, v1))
⋂−int (C(u1)×D(v1)) = ∅;

(iii) if (u1, v1) ∈ W 1((F,G)+, x0, (y0, z0))
⋂−bd (C ×D), (u2, v2) ∈

W 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd (C(u1) × D(v1)),..., (um−1, vm−1) ∈

Wm−1((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd (C(u1)×D(v1)),

m ≥ 3, then

Wm((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))
⋂−int (C(u1)×D(v1)) = ∅.

Remark 3.1. In the preceding theorems no assumptions are imposed. The
proof is simple and requires very few preliminaries. In spite of this the
conclusions are strong since the variational sets are rather big as we will see
in Proposition 4.6. This strength results in a small gap between the necessary
conditions and the sufficient ones as shown by the following two theorems.

THEOREM 3.5. For problem (P) assume that x0 ∈ A, y0 ∈ F (x0), z0 ∈
G(x0) ∩−D and S ⊆ domF∩domG. Assume that either S is star-shaped at
x0, F is C-convex-along-rays at (x0, y0), G is D-convex-along-rays at (x0, z0)
or (F, G) is pseudoconvex at (x0, (y0, z0)). Then (x0, y0) is a weakly efficient
pair if one of the following conditions holds

(i) V 1((F,G)+, x0, (y0, z0))
⋂−(int C ×D(z0)) = ∅;

(ii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C ×D(z0)), then

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−(int C(u1)×D(z0)) = ∅;

(iii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C × D(z0)), (u2, v2) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd (C(u1) × D(z0)),..., (um−1, vm−1) ∈

V m−1((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd (C(u1)×D(z0)),

m ≥ 3, then

V m((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))
⋂−(int C(u1)×D(z0)) = ∅.

Proof. Condition (ii) is required to be satisfied also for (u1, v1) = (0, 0)
and hence (ii) implies (i). Similarly, (iii) also implies (i). So we have to
consider only condition (i). By Proposition 2.3, ∀x ∈ S,

(F, G)(x)− (y0, z0) ⊆ V 1((F,G)+, x0, (y0, z0)).

Then
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(3.4) ((F, G)(x)− (y0, z0))
⋂−(int C ×D(z0)) = ∅.

Suppose the existence of x ∈ A and y ∈ F (x) such that y− y0 ∈ −int C. For
any z ∈ G(x) ∩ −D one has z − z0 ∈ −D(z0) and hence (y, z)− (y0, z0) ∈
−(int C ×D(z0)), contradicting (3.4). ¤

By a similar proof we have also the following sufficient condition for effi-
ciency.

THEOREM 3.6. For problem (P) assume the assumptions as in Theorem
3.5. Assume further that C is pointed. Then (x0, y0) is an efficient pair if
one of the following conditions holds

(i) V 1((F,G)+, x0, (y0, z0))
⋂−(C ×D(z0)) = {(0, 0)};

(ii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C ×D(z0)), then

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−(C(u1)×D(z0)) ⊆ {(0, 0)};

(iii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C × D(z0)), (u2, v2) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd (C(u1) × D(z0)),..., (um−1, vm−1) ∈

V m−1((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd (C(u1)×D(z0)),

m ≥ 3, then

V m((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))
⋂−(C(u1)×D(z0)) ⊆ {(0, 0)}.

For the case where G(x) ≡ {0}, i.e. problem (P) is without explicit con-
straint, we have the following sufficient condition for local efficiency without
any convexity assumption.

THEOREM 3.7. Assume that C has a compact base Q, G(x) ≡ {0} and
(x0, y0) ∈ grF . Then each of the following conditions is sufficient for (x0, y0)
to be a local efficient pair of (P).

(i) W 1(F, x0, y0)
⋂−C = {0};

(ii) if u1 ∈ W 1(F, x0, y0)
⋂−bd C, then

W 2(F, x0, y0, u1)
⋂−C(u1) ⊆ {0};

(iii) if u1 ∈ W 1(F, x0, y0)
⋂−bd C, u2 ∈ W 2(F, x0, y0, u1)

⋂−bd C(u1),...,
um−1 ∈ Wm−1(F, x0, y0, u1, ..., um−2)

⋂−bd C(u1),m ≥ 3, then

Wm(F, x0, y0, u1, ..., um−1)
⋂−C(u1) ⊆ {0}.

Proof. Similarly as for Theorem 3.5 we need to prove only (i). Suppose

ad absurdum that there are xn
F−→ x0 and yn ∈ F (xn) such that yn − y0 ∈

−C \ {0}. Since Q is a base, yn − y0 = −rnbn for some rn > 0 and bn ∈ Q.
By the compactness we can assume that bn → b for some b 6= 0 in Q. Hence
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1

tn
(yn − y0) = −bn → −b ∈ −C \ {0},

i.e. −b ∈ W 1(F, x0, y0) ∩ −C \ {0}, a contradiction. ¤
Observe that y 6∈ − intC is equivalent to the existence of c∗ ∈ C∗ with

〈c∗, y〉 ≥ 0 and that y 6∈ −C means the existence of c∗ ∈ C∗ with 〈c∗, y〉 > 0.
Hence we can formulate dual forms of the above theorems by using Lagrange
multipliers depending on the points of variational sets as follows. The proofs
are straightforward.

THEOREM 3.8. Assume that x0 ∈ A, y0 ∈ F (x0), (x0, y0) is a local weakly
efficient pair of (P) and z0 ∈ G(x0) ∩ −D. Then

(i) ∀(y, z) ∈ V 1((F,G)+, x0, (y0, z0)), ∃(c∗, d∗) ∈ C∗ × D∗ \ {(0, 0)} such
that 〈d∗, z0〉 = 0 and 〈c∗, y〉+ 〈d∗, z〉 ≥ 0;

(ii) if (u1, v1) ∈ V 1((F,G)+, x0, (y0, z0))
⋂−bd (C×D(z0)) then ∀(y, z) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1)), ∃(c∗, d∗) ∈ C∗ × D∗ \ {(0, 0)} such that
〈c∗, u1〉 = 〈d∗, z0〉 = 0 and 〈c∗, y〉+ 〈d∗, z〉 ≥ 0;

(iii) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0))
⋂−bd (C × D(z0)), (u2, v2) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd (C(u1) × D(z0)),..., (um−1, vm−1) ∈

V m−1((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd (C(u1)×D(z0)),

m ≥ 3, then ∀(y, z) ∈ V m((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1)),
∃(c∗, d∗) ∈ C∗ × D∗ \ {(0, 0)} such that 〈c∗, u1〉 = 〈d∗, z0〉 = 0 and 〈c∗, y〉 +
〈d∗, z〉 ≥ 0.

4. Corollaries. To see the generality of the results in Section 3 we now
derive as consequences a number of recent existing optimality conditions
using various kinds of generalized derivatives. To this end we need to recall
additional notions.

Consider problem (P) without the explicit constraint, i.e. G(x) ≡ {0}.
A direction u ∈ X is called a feasible direction for S at x0 ∈ S if ∃δ > 0,
∀t ∈ (0, δ), x0 + tu ∈ S. The upper Dini derivative of F : S → 2Y at
(x0, y0) ∈ grF in the feasible direction u is

dF (x0, y0, u) = lim sup
t→0+

1

t
(F (x0 + tu)− y0).

COROLLARY 4.1 [5]. Consider problem (P) with G(x) ≡ {0}. If (x0, y0) is
a weakly efficient pair then, for each feasible direction u for S at x0,

dF (x0, y0, u) ∩ (−int C) = ∅.
Proof. Since, for each feasible direction u for S,

dF (x0, y0, u) ⊆ V 1(F, x0, y0) ⊆ W 1(F, x0, y0),

the conclusion follows directly from any of Theorem 3.3(i) and Theorem
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3.4(i). ¤
DEFINITION 4.2 [1]. Let S ⊆ X and u1, ..., um−1 ∈ X,m ≥ 1.

(i) The mth-order contingent set of S at (x, u1, ..., um−1) is

Tm
S (x, u1, ..., um−1) = lim sup

t→0+

1

tm
(S − x− tu1 − ...− tm−1um−1).

(ii) The mth-order adjacent set of S at (x, u1, ..., um−1) is

T bm
S (x, u1, ..., um−1) = lim inf

t→0+

1

tm
(S − x− tu1 − ...− tm−1um−1).

(iii) The mth-order Clarke (or circatangent) set of S at (x, u1, ..., um−1)
is

Cm
S (x, u1, ..., um−1) = lim inf

t→0+,z
S−→x

1

tm
(S − z − tu1 − ...− tm−1um−1).

(iv) [17] The asymptotic second-order tangent cone of S at (x0, v) is

T
′′
(S, x0, v) = {w ∈ X : ∃(tn, rn) → (0+, 0+) :

tn
rn

→ 0,∃wn → w,

∀n ∈ N, x0 + tnv + 1
2
tnrnwn ∈ S}.

DEFINITION 4.3 [1]. Let F : S → 2Y , (x0, y0) ∈ grF and (u1, v1), ..., (um−1,
vm−1) ∈ X × Y,m ≥ 1.

(i) The mth-order contingent derivative of F at (x0, y0) wrt (u1, v1), ...,
(um−1, vm−1) is the multivalued mapping DmF (x0, y0, u1, v1, ..., um−1, vm−1)
defined by the following graph

grDmF (x0, y0, u1, v1, ..., um−1, vm−1) = Tm
grF (x0, y0, u1, v1, ..., um−1, vm−1).

(ii) The mth-order adjacent derivative of F at (x0, y0) wrt (u1, v1), ..., (um−1,
vm−1) is the multivalued mapping DbmF (x0, y0, u1, v1, ..., um−1, vm−1) whose
graph is

grDbmF (x0, y0, u1, v1, ..., um−1, vm−1) = T bm
grF (x0, y0, u1, v1, ..., um−1, vm−1).

(iii) The mth-order Clarke (or circatangent) derivative of F at (x0, y0) wrt
(u1, v1), ..., (um−1, vm−1) is the multivalued mapping CmF (x0, y0, u1, v1, ...,
um−1, vm−1) whose graph is

grCmF (x0, y0, u1, v1, ..., um−1, vm−1) = Cm
grF (x0, y0, u1, v1, ..., um−1, vm−1).

DEFINITION 4.4. Let F : S → 2Y , (x0, y0) ∈ grF and (u1, v1), ..., (um−1,
vm−1) ∈ X × Y,m ≥ 1.

(i) The mth-order contingent epiderivative of F at (x0, y0) wrt (u1, v1), ...,
(um−1, vm−1) is the single-valued mapping EDmF (x0, y0, u1, v1, ..., um−1, vm−1)
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whose epigraph is

epiEDmF (x0, y0, u1, v1, ..., um−1, vm−1) = Tm
epiF (x0, y0, u1, v1, ..., um−1, vm−1).

(ii) The mth-order adjacent epiderivative EDbmF (x0, y0, u1, v1, ..., um−1,
vm−1) and mth-order Clarke epiderivative are defined similarly from the cor-
responding tangent sets.

The first-order contingent epiderivative was introduced in [11] and the
second-order one in [10]. We define the other and higher-order epiderivatives
in a natural way.

DEFINITION 4.5 [14]. Let F : S → 2Y , (x0, y0) ∈ grF and (u1, v1), ..., (um−1,
vm−1) ∈ X × Y,m ≥ 1.

(i) The mth-order generalized contingent epiderivative of F at (x0, y0) wrt
(u1, v1), ..., (um−1, vm−1) is the multivalued mapping EDm

g F (x0, y0, u1, v1, ...,
um−1, vm−1) defined by, for x ∈ X,

EDm
g F (x0, y0, u1, v1, ..., um−1, vm−1)(x)

= MinC{y ∈ Y : y ∈ DmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x)}.
(ii) The mth-order generalized adjacent epiderivative of F at (x0, y0) wrt

(u1, v1), ..., (um−1, vm−1) is the multivalued mapping EDbm
g F (x0, y0, u1, v1, ...,

um−1, vm−1) defined by, for x ∈ X,

EDbm
g F (x0, y0, u1, v1, ..., um−1, vm−1)(x)

= MinC{y ∈ Y : y ∈ DbmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x)}.
Of course we can define similarly the mth-order generalized Clarke epi-

derivative.

The following consequence of the encountered definitions is not hard to be
checked. It generalizes and extends Remark 2.1.

PROPOSITION 4.6. Let F : S → 2Y , (x0, y0) ∈ grF , (u1, v1), ..., (um−1, vm−1)
∈ X × Y,m ≥ 1, and x ∈ X.

(i) EDmF (x0, y0, u1, v1, ..., um−1, vm−1)(x)

⊆ DmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x) ⊆ V m(F+, x0, y0, v1, ..., vm−1).

(ii) EDbmF (x0, y0, u1, v1, ..., um−1, vm−1)(x)

⊆ DbmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x) ⊆ V m(F+, x0, y0, v1, ..., vm−1).

(iii) EDm
g F (x0, y0, u1, v1, ..., um−1, vm−1)(x)

⊆ DmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x) ⊆ V m(F+, x0, y0, v1, ..., vm−1).
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(iv) EDbm
g F (x0, y0, u1, v1, ..., um−1, vm−1)(x)

⊆ DbmF+(x0, y0, u1, v1, ..., um−1, vm−1)(x) ⊆ V m(F+, x0, y0, v1, ..., vm−1).

The following two examples ensure us that the inclusions in Proposition
4.6 may be strict.

EXAMPLE 4.1. Let X = Y = R, S = X,C = R+, (x0, y0) = (0, 0) and
(u, v) = (1, 0). Let

F (x) =





{0} if x = 0,
{ 1

n

}
if x =

1

n
,

∅ otherwise.

Then T 1
epiF (x0, y0) = R+ × R+ and T 2

epiF (x0, y0, u, v) = R× R+.

Hence, dom D1F+(x0, y0) = dom ED1F (x0, y0) = dom ED1
gF (x0, y0) =

R+ and, ∀x ∈ R+,

D1F+(x0, y0)(x) = R+,

ED1F (x0, y0)(x) = 0, ED1
gF (x0, y0)(x) = {0},

and, ∀x ∈ R,

D2F+(x0, y0, u, v)(x) = R+,

ED2F (x0, y0, u, v)(x) = 0, ED2
gF (x0, y0, u, v)(x) = {0}.

On the other hand

V 1(F+, x0, y0) = W 1(F+, x0, y0) = R+,

V 2(F+, x0, y0, v) = W 2(F+, x0, y0, v) = R+.

EXAMPLE 4.2. Let X,Y, S, C, (x0, y0) and (u, v) be as in Example 4.1. Let,
for α ∈ (1, 2), F (x) = {y ∈ R| y ≥ |x|α},∀x ∈ R. Then

T 2
epiF (x0, y0, u, v) = ∅.

Therefore all D2F+(x0, y0, u, v), ED2
gF (x0, y0, u, v) and ED2F (x0, y0, u, v) do

not exist. On the other hand

V 2(F+, x0, y0, v) = W 2(F+, x0, y0, v) = R+.

From the definitions and above examples we see that the calculation of the
upper limits to get our variational sets is not so difficult. The computation
of the generalized epiderivatives in Definition 4.5, for instance, is much more
complicated.
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COROLLARY 4.7 [10]. Consider problem (P) with G(x) ≡ {0}. Let (x0, y0)
be a weakly efficient pair, u ∈ domDF+(x0, y0), v ∈ DF+(x0, y0)(u) ∩−bd C
and x ∈ domD2F+(x0, y0, u, v). Then

D2F+(x0, y0, u, v)(x) ∩ −int C(v) = ∅.
Proof. The conclusion is followed directly Theorem 3.3(ii) and Proposition

4.6(i). It can be derived also from Theorem 3.4(ii) and Proposition 4.6(i).
¤

As easily as for the preceding two corollaries we can obtain, as direct con-
sequences of any from Theorem 3.3(i) and 3.4(i), Theorem 7 of [11], Theorem
5 of [3], Theorem 4.1 of [4], Proposition 3.1 of [22], Theorem 2.7(a) of [9],
Theorem 2 of [5] and Theorem 4.1 of [6]; any from Theorems 3.3(ii) and
3.4(ii), Theorem 3.1 of [10].

The following example shows a case where Theorem 3.3 can be employed
but many of the encountered known results cannot.

EXAMPLE 4.3. Let X = Y = R, S = X, C = R+, F (x) = {−x3} and
(x0, y0) = (0, 0). Then T 1

epiF (x0, y0) = R× R+. Hence, ∀x ∈ R,

D1F+(x0, y0)(x) = R+,

ED1F (x0, y0)(x) = 0, ED1
gF (x0, y0)(x) = {0}.

Therefore, Theorem 7 of [11], Theorem 5 of [3], Theorem 4.1 of [4], Proposi-
tion 3.1 and Theorem 4.1 of [22] and Theorem 2.7(a) of [9] cannot be applied
to reject (x0, y0) as a candidate for a local weakly efficient pair of problem
(P) with G(x) ≡ {0}.

Moreover, ∀u ∈ R, dF (x0, y0, u) = {0} and then Theorem 2 of [5] (i.e.
Corollary 4.1) and Theorem 4.1 of [6] cannot either.

Furthermore, ∀u ∈ R,

T 2
epiF (x0, y0, u, 0) = R× R+,

and hence D2F+(x0, y0, u, 0)(x) = R+,∀x ∈ R, which rules out the use of
Theorem 3.1 of [10].

On the other hand, since V 1(F+, x0, y0) = R, Theorem 3.4 implies that
(x0, y0) is not a local weakly efficient pair.

In the above corollary, we assume that domF = S and u, x are in the
appropriate domains. To avoid this assumptions we make use of tangent sets
of S as follows. For the sake of comparison we consider the special case
studied in [13].

COROLLARY 4.8 [13]. Consider (P) with G(x) ≡ {0} and F := f being
single-valued. Assume that f is twice Fréchet differentiable at the local weakly
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efficient point x0 ∈ S. Then

(i) f
′
(x0)v 6∈ −int C, ∀v ∈ T (S, x0);

(ii) ∀v ∈ T (S, x0) with f
′
(x0)v ∈ −bd C one has

• f
′
(x0)w + f

′′
(x0)(v, v) 6∈ −int C(f

′
(x0)v), ∀w ∈ T 2(S, x0, v);

• f
′
(x0)w 6∈ −int C(f

′
(x0)v),∀w ∈ T

′′
(S, x0, v).

Proof. (i) By definition, v ∈ T (S, x0) means that ∃tn → 0+, ∃vn →
v, ∀n, x0 + tnvn ∈ S. Then, setting y0 = f(x0), one has

f
′
(x0)v ∈ V 1(f+, x0, y0) ⊆ W 1(f+, x0, y0),

because

lim
n→∞

1

tn

(
f(x0 + tnvn)− f(x0)

)
= f

′
(x0)v.

Theorem 3.4(i) then implies that f
′
(x0)v ∈ −int C.

(ii) w ∈ T 2(S, x0, v) means that ∃tn → 0+, ∃wn → w, ∀n, xn := x0 + tnv +
1
2
t2nwn ∈ S. Now that 2

t2n
((xn−x0− tnv) → w, by the Taylor formula one has

lim
n→∞

2

t2n

(
f(xn)− f(x0)− tnf

′
(x0)v

)
= f

′
(x0)w + f

′′
(x0)(v, v).

By Definition 2.2, the right-hand side belongs to W 2(f+, x0, y0, f
′
(x0)v). So

the first assertion follows from Theorem 3.4(ii).

By definition, w ∈ T
′′
(S, x0, v) means that ∃(tn, rn) → (0+, 0+) :

tn
rn

→
0,∃wn → w, ∀n, xn := x0 + tnv + 1

2
tnrnwn ∈ S. The Taylor formula gives

2

tnrn

(
f(xn)− f(x0)− tnf

′
(x0)v

)
→ f

′
(x0)w.

By Definition 2.2, f
′
(x0)w ∈ W 2(f+, x0, y0, f

′
(x0)v) and the second assertion

follows from Theorem 3.4(ii). ¤
To deduce more consequences let us recall the following.
DEFINITION 4.9 [19]. Let F : X → 2Y and (x0, y0) ∈ grF . The S-

derivative of F at (x0, y0) is the set-valued mapping SF (x0, y0) : X → 2Y

defined by

y ∈ SF (x0, y0)(x)

⇔ ∃tn > 0,∃xn → x,∃yn → y, tnxn → 0 and y0 + tnyn ∈ F (x0 + tnxn), ∀n
⇔ ∃αn > 0, ∃(xn, yn) ∈ grF, xn → x0 and αn(xn − x0, yn − y0) → (x, y).

Notice that SF (x0, y0)X ⊆ W 1(F, x0, y0). The inclusion may be strict as
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shown by
EXAMPLE 4.4. Let X = Y = R, C = R+, (x0, y0) = (0, 1) and

F (x) =





{
1 +

1

n

}
if x =

1

n
, n = 1, 2, ...,

{1} if x = 0,

∅ otherwise.

Then,

SF (x0, y0)(x) =

{
{x} if x ≥ 0,

∅ if x < 0,

W 1(F, x0, y0) = R+.

PROPOSITION 4.10. Let F : X → 2Y , X be finite dimensional, (x0, y0) ∈
grF and

SF (x0, y0)(x) ∩ −C =

{
{0} if x = 0,

∅ if x 6= 0.

Then W 1(F, x0, y0) ∩ −C = {0}.
Proof. Suppose the existence of y ∈ −C \ {0}, xn

F−→ x0, yn ∈ F (xn) and
αn > 0 such that

(4.1) αn(yn − y0) → y.

Without loss of generality it suffices to consider the following three cases.
(a) αn(xn − x0) → 0. Then (4.1) yields y ∈ SF (x0, y0)(0), which is

impossible.
(b) αn(xn − x0) → x 6= 0. Then (4.1) yields y ∈ SF (x0, y0)(x), again a

contradiction.
(c) {αn(xn−x0)} is unbounded and we can assume that ‖αn(xn−x0)‖ →

+∞. So αn → +∞ and yn → y0. We can assume further that ‖αn(xn −
x0)‖−1αn(xn − x0) → x1 6= 0. Then, setting βn = ‖xn − x0‖−1 we obtain

βn(xn − x0, yn − y0) =

(
xn − x0

‖xn − x0‖ ,
yn − y0

‖yn − y0‖

)
→ (x1, 0).

Thus 0 ∈ SF (x0, y0)(x1), once more a contradiction. ¤
As a direct consequence of Theorem 3.4(i) we get
COROLLARY 4.11 [21]. Consider problem (P) with G(x) ≡ {0}. If (x0, y0)

is a local weakly efficient pair then, ∀x ∈ X,

SF (x0, y0)(x) ∩ −int C = ∅.
In the following example, Theorem 3.4 rejects the suspected point but
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Corollary 4.11 (Theorem 3.1 of [21]) cannot do.
EXAMPLE 4.5. Let X = Y = R, C = R+, (x0, y0) = (0, 1) and

F (x) =





{
1− 1

n2

}
if x =

1

n
, n = 1, 2, ...,

{1} if x = 0,

∅ otherwise.

Then SF (x0, y0)(x) = {0},∀x ∈ R and Corollary 4.11 says nothing about

(x0, y0). However, W 1(F+, x0, y0) = R and hence this pair is not a local
weakly efficient one by Theorem 3.4(i).

COROLLARY 4.12 [21]. Consider problem (P) with G(x) ≡ {0}. Let X be
finite dimensional, C have a compact base and (x0, y0) ∈ grF . Assume that

(i) SF (x0, y0)(0) ∩ −C = {0};
(ii) SF (x0, y0)(x) ∩ −C = ∅ for x ∈ domSF (x0, y0) \ {0}.

Then (x0, y0) is a local efficient pair.
Proof. The conclusion follows directly from Theorem 3.7(i) and Proposi-

tion 4.10. ¤
The example below gives a case where Theorem 3.7(i) ensures us that

(x0, y0) is a local efficient pair but Corollary 4.12 (Theorem 4.1 of [21]) cannot
be applied.

EXAMPLE 4.6. Let X = Y = R, C = R+, (x0, y0) = (0, 1) and

F (x) =





{
1 +

1

n2

}
if x =

1

n
, n = 1, 2, ...,

{1} if x = 0,

∅ otherwise.

Then SF (0, 1)(x) = {0},∀x ∈ R and so Corollary 4.12 says nothing about
(x0, y0). However, W 1(F, x0, y0) = R+ and (x0, y0) is a local efficient pair
following Theorem 3.7(i).

Remark 4.1. Our results do not imply that of [20] since our problem (P)
does not involve equality constraints. However, the following example sup-
plies a case where Theorem 3.3 can be used but the corresponding Theorem
11 of [20] cannot.

EXAMPLE 4.7. Let S = X = Y = Z = R, C = R+, , D = R, (x0, y0) =
(0, 0), F (x) = {−

√
|x|} and G(x) = {0}, ∀x ∈ R. For z0 = 0 we have

V 1((F,G)+, x0, (y0, z0) = R2

and R2∩− int (C×D(z0)) 6= ∅. By Theorem 3.3, (x0, y0) is not a local weakly
efficient pair of (P). However, the fact that f is not mth-order Neustadt
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differentiable at x0 (for any m and x1, ..., xm−1 ∈ R) rules out the use of
Theorem 11 of [20].
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[13] B. JIMÉNEZ AND V. NOVO, Optimality conditions in differentiable vector optimiza-
tion via second-order tangent sets, Appl. Math. Optim., 49 (2004), pp. 123-144.

[14] S. J. LI AND C. R. CHEN, Higher-order optimality conditions for Henig efficient so-
lutions in set-valued optimization, J. Math. Anal. Appl., in press.

[15] B. S. MORDUKHOVICH, Variational analysis and generalized differentiation, Vol. I-
Basic Theory, Vol. II-Applications, Springer, Berlin, 2006.

[16] J. -P. PENOT, Are generalized derivatives useful for generalized convex function?, in
Generalized Convexity, Generalized Monotonicity: Recent Results, J. P. Crouzeix,
J. E. Martinez-Legaz and M. Volle, eds., Kluwer, Dordrecht, 27 (1998), pp. 3-59.

[17] J. -P. PENOT, Recent advances on second-order optimality conditions, in Optimiza-
tion, V. -H. Nguyen, J. -J. Strodiot and P. Tossings, eds., Springer, Berlin, 481
(2000), pp. 357-380.

[18] R. T. ROCKAFELLAR AND R. J. -B. WETS, Variational analysis, Springer, Berlin,
1998.

[19] D. S. SHI, Contingent derivative of the pertubation map in multiobjective optimiza-
tion, J. Optim. Theory Appl., 70 (1991), pp. 385-395.

[20] M. STUDNIARSKI, Higher-order necessary optimality conditions in terms of Neustadt
derivatives, Nonlinear Anal., 47 (2001), pp. 363-373.



20 PHAN QUOC KHANH AND NGUYEN DINH TUAN

[21] A. TAA, Necessary and sufficient conditions for multiobjective optimization problems,
Optimization, 36 (1996), pp. 97-104.

[22] A. TAA, Set-valued derivatives of multifunctions and optimality conditions, Numer.
Funct. Anal. Optim., 19 (1998), pp. 121-140.


