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1. Introduction

In the last decade, two features can be recognized in the increasingly intensive

study of optimization-related problems, in particular of the solution existence of

such problems. Firstly, the problem settings have been being getting more and

more general and tending to unified studies for large classes of problems which

may occur in practice. We explain the second feature according to the purpose

of this paper, in terms of the solution existence issue. The assumptions imposed

for getting sufficient conditions for existence are becoming more and more relaxed.

One of the most powerful and frequently used tools is the celebrated KKM theorem.

Hence it has been much generalized by many authors.
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The aim of this paper is to apply very recent generalized KKM type theorems

to establish sufficient conditions for the solution existence of a general variational

inclusion problem, which encompasses most of problems of this type in the liter-

ature. Let Y , Z, Ω and D be nonempty sets. Let S1 : Z → 2Z , S2 : Z → 2Y ,

T : Z × Y → 2Ω, f : Ω×Z × Y → 2D and g : Ω×Z → 2D be multifunctions. One

of the often-considered general variational inclusion problems is of

Finding z̄ ∈ S1(z̄) such that,∀y ∈ S2(z̄),∀t ∈ T (z̄, y),

f(t, z̄, y) ⊆ g(t, z̄). (1)

However, in some practical situations, the term ∀t ∈ T (z̄, y) should be replaced

by ∃t ∈ T (z̄, y). Similarly, (1) may be replaced by the request of the negation

relation 6⊆, or of ”f(t, z̄, y) ∩ g(t, z̄) 6= ∅” or its negation (with = ∅). Thus, we

have eight problems, which may have quite different practical meanings but may

be mathematically treated very similarly. In [1-6, 14, 16, 17, 20 ] we proposed a

general problem setting to encompass these problems, but still not all of them.

Now we modify this setting to include all eight problems as follows. For any sets

U and V we use the notations

r1(U, V ) means U ⊆ V ; r2(U, V ) means U ∩ V 6= ∅;

r3(U, V ) means U 6⊆ V ; r4(U, V ) means U ∩ V = ∅;

α1(x,U) means ∀x ∈ U ; α2(x,U) means ∃x ∈ U ,

and the conventions that r5 = r1, α3 = α1 and, for i ∈ {1, 2, 3, 4} and j ∈
{1, 2}, ri = ri+2, αj = αj+1. Now with the data of problem (1) and each r ∈
{r1, r2, r3, r4}, α ∈ {α1, α2} we consider the inclusion problem

(IPrα) Find z̄ ∈ S1(z̄) such that,∀y ∈ S2(z̄), α(t, T (z̄, y)),

r(f(t, z̄, y), g(t, z̄)).

This setting includes the encountered eight problems. Although it looks seem-

ingly a purely mathematical formalism and not explicit, but it helps to shorten

remarkably the presentation of results. Note further that several authors consider

also quasivariational inclusion problems (or corresponding special cases of quasi-

equilibirum problems and quasivariational inequalities), where a common point
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t̄ ∈ T (z̄) is required for all y ∈ S2(z̄) as follows. Let Z,Ω, D, S1, S2, f, g be as

above. Let Y = Z and T : Z → 2Ω. The problem is to find z̄ ∈ S1(z̄) such

that ∃t̄ ∈ T (z̄),∀y ∈ S2(z̄), r(f(t̄, z̄, y), g(t̄, z̄)). To express this seemingly different

problem as a special case of (IPrα) we set Z ′ = Ω × Z, S′
1 : Z ′ → 2Z′

defined by

S′
1(z

′) = T (z) × S1(z), S′
2 : Z ′ → 2Y by S′

2(t, z) = S2(z), T ′ : Z ′ × Y → 2Ω by

T ′(t, z, y) = {t} (then T ′ can be omitted from the setting), f ′ : Z ′ × Y → 2D by

f ′(z′, y) = f(t, z, y) and g′ : Z ′ → 2D by g′(z′) = g(t, z). Then this problem is

reduced to the particular case of (IPrα): Find z̄′ ∈ S′
1(z̄′) such that, ∀y ∈ S′

2(z̄′),

r(f ′(z̄′, y), g′(z̄′)).

Of course, the sets and mappings in the data of problem (IPrα) should be

given mathematical structures and properties when we study it. It is known that

variational inclusion problems contain as special cases a wide range of optimization-

related problems, see e.g the afore-mentioned papers among numerous others. In

section 3 we will show that the main result of this paper improves - or includes as

special cases- recent ones in the literature. Possible applications are rather clear.

Hence in section 4 we restrict ourselves to those in minimax problems.

In [21, 22] we proposed the definition of a generalized KKM mapping (see Defin-

ition 2.2 below) on a GFC-space. We defined this general space as a generalization

of FC-spaces [9], G-convex spaces [31] and many other spaces with generalized

convexity structures or without any such structures. But as for FC-spaces, we

can study numerous phenomena related to (generalized) convexity properties in

GFC-spaces. In particular, we developed generalized KKM theorems and closely

related theorems about intersections, coincidence and fixed points and maximal

elements in GFC-spaces in [21, 22]. These generalized KKM-type theorems proved

to contain many theorems of this type in [7, 10, 11, 12, 24] among others.

In this paper we will apply these generalized KKM-type theorems of [22] to

establish a sufficient condition for the solution existence of the inclusion problem

(IPrα) and discuss their consequences in some particular cases. Our results im-

prove - or include as special cases - those in [8, 11, 12, 14, 17-19, 23, 25, 26, 28,

29, 33]. From our results on the existence of its solutions we can derive conse-

quences for various problems of nonlinear analysis and optimization such as fixed

or coincidence-point problems, quasivariational inclusion problems, quasiequilib-

rium problems, quasivariational inequalities, vector quasioptimization problems,
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etc. In this paper, as applications we focus only on minimax and saddle-point

problems.

The layout of the paper is as follows. Section 2 is devoted to preliminaries,

including basic elements of GFC-spaces, generalized quasiconvexity and the KKM-

type Theorem 2.3, which will be the main tool for later applications. In section 3

the main existence theorem for general inclusion problems is established (Theorem

3.1) with illustrating examples, and some of its particular cases in the literature

are discussed. Section 4 contains minimax and saddle-point theorems, which also

generalize and improve recent results in the literature.

2. Preliminaries

Let Z be a topological space and A,B ⊆ Z. intA, clA (or A), intBA and

clBA (or AB) stand for the interior, closure, interior in B and closure in B of

A, respectively. A is said to be compactly open (compactly closed, resp.) if for

any nonempty compact subset K ⊆ Z, A ∩ K is open (closed, resp.) in K. The

compact interior of A and compact closure of A are defined, respectively, as

cintA =
⋃
{C ⊆ Z : C ⊆ A and C is compactly open in Z},

cclA =
⋂
{C ⊆ Z : C ⊇ A and C is compactly closed in Z}.

It is clear that cintA (cclA, resp.) is compactly open (compactly closed, resp.)

in Z and for each nonempty compact subset K ⊆ Z with A ∩ K 6= ∅ one has

K ∩ cintA= intK(K ∩ A) and K ∩ cclA= clK(K ∩ A). It is equally obvious that

A ⊆ Z is compactly open (compactly closed, resp.) if and only if cintA = A

(cclA = A, resp.). Let Y be a nonempty set, a multifunction F : Y → 2Z is

called transfer open-valued (transfer closed-valued, resp.) if, for each y ∈ Y and

z ∈ F (y) (z /∈ F (y), resp.), there exists y′ ∈ Y such that z ∈ intF(y′) (z /∈ clF(y′),

resp.). F is said to be transfer compactly open-valued (transfer compactly closed-

valued, resp.) if for each y ∈ Y , each nonempty compact subset K ⊆ Z and each

z ∈ F (y) ∩K (z /∈ F (y) ∩K, resp.), there is y′ ∈ Y such that z ∈ intK(F(y′) ∩K)

(z /∈ clK(F(y′) ∩ K), resp.). A transfer open-valued (transfer closed-valued, resp.)

multifunction is evidently also transfer compactly open-valued (transfer compactly

closed-valued, resp.). 〈Y 〉 will denote the class of all finite subsets of Y . By ∆n

we denote the standard n- dimensional simplex in Rn+1 with vertices e1, e2, ...,

en+1, which form a basis of Rn+1.
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Definition 2.1 (see [21])

(i) Let X be a topological space, Y be a nonempty set and Φ be a family of

continuous mappings ϕ : ∆n → X, n ∈ N. Then a triple (X, Y,Φ) is said to be a

generalized finitely continuous topological space (GFC-space in short) if for each

finite subset N = {y0, y1, ..., yn} ∈ 〈Y 〉, there is ϕN : ∆n → X of the family Φ.

Later we also use (X, Y, {ϕN}) to denote (X, Y,Φ).

(ii) Let D,C ⊆ Y and S : Y → 2X be given. D is called an S -subset of Y

(S -subset of Y wrt C ) if ∀N = {y0, y1, ..., yn} ∈ 〈Y 〉, ∀{yi0 , yi1 , ..., yik} ⊆ N ∩ D

(⊆ N ∩C, respectively), ϕN (∆k) ⊆ S(D), where ∆k is the face of ∆n correspond-

ing to {yi0 , yi1 , ..., yik}.

Note that this definition encompasses most of the existing ones in the vein. If

Y = X (we then write simply (X, Φ)) the GFC-space collapses to the FC-space

[9]. The S -subset of Y becomes the FC-subspace of Y [9] if in addition S= I,

the identity map. The G-convex space (X, Y,Γ) defined in [31] is a special case

of GFC-space (X, Y,Φ), if one takes ϕN : ∆n → Γ(N), where Γ is the generalized

convex hull operator [31]. Note further that the G-convex space and the FC-space

are incomparable and include many spaces with general convexity structures.

Definition 2.2 (see [22])

(i) Let (X, Y,Φ) be a GFC-space and Z be a topological space. Let F : Y →
2Z and H : X → 2Z be set-valued mappings. F is said to be a generalized

KKM mapping with respect to (wrt) H (H -KKM mapping in short) if, for each

N = {y0, y1, ..., yn} ∈ 〈Y 〉 and each {yi0 , yi1 , ..., yik} ⊆ N , one has H(ϕN (∆k)) ⊆⋃k
j=0 F (yij ), where ϕN ∈ Φ is corresponding to N and ∆k is the face of ∆n

corresponding to {yi0 , yi1 , ..., yik}.
(ii) We say that a set-valued mapping H : X → 2Z has the generalized KKM

property if, for each H -KKM mapping F : Y → 2Z , the family {F (y) : y ∈ Y } has

the finite intersection property, i.e. each finite intersection of sets of this family is

nonempty. By KKM(X,Y,Z ) we denote the class of all the mappings H : X → 2Z

which enjoy the generalized KKM property.
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The following generalized KKM-type theorem contains many existing KKM-

type theorems as mentioned in Section 1.

Theorem 2.3 (see [22]). Let (X, Y,Φ) be a GFC-space; Z be a topological space;

S : Y → 2X , H : X → 2Z and F : Y → 2Z be multifunctions, where H ∈
KKM(X, Y, Z). Assume that

(i) for each compact subset X0 ⊆ X, clH(X0) is compact ;

(ii) F is H-KKM and transfer compactly closed-valued ;

(iii) there exists a compact subset K ⊆ Z such that for each N ∈ 〈Y 〉, there is

an S-subset LN of Y, containing N with S(LN ) being compact and

clH(S(LN)) ∩
⋂

y∈LN

cclF(y) ⊆ K.

Then

clH(S(Y)) ∩
⋂
y∈Y

F(y) 6= ∅.

Now we pass to discuss generalized convexity in connection with KKM prop-

erties. From now on, if not otherwise stated, let (X, Y,Φ) be a GFC-space, Z be

a topological space, Ω and D be nonempty sets, H : X → 2Z , T : Z × Y → 2Ω,

h : Ω × Z × Y → 2D and k : Ω × Z → 2D be multivalued mappings. For

r ∈ {r1, r2, r3, r4} and α ∈ {α1, α2} define another multifunction hrα : Y → 2Z by

hrα(y) = {z ∈ Z | α(t, T (z, y)), r(h(t, z, y), k(t, z))}.

Definition 2.4. Multifunction h is called (k, T, rα)-quasiconvex wrt H if, ∀N =

{y0, y1, ..., yn} ∈ 〈Y 〉, ∀{yi0 , yi1 , ..., yik} ⊆ N , ∀z ∈ H(ϕN (∆k)), ∃j ∈ {0, 1, ..., k} ⊆
N , α(t, T (z, yij )), r(h(t, z, yij ), k(t, z)), where ϕN and ∆k are defined as in Defin-

ition 2.1.

This property is very relaxed and general. If X, Y and Z are convex subsets

of topological vector spaces and H = I, then this definition collapses to the k-

quasiconvexity wrt T or k-quasiconvexlikeness wrt T (depending on r,α) defined
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in section 2 of [14]. If, furthermore, T (z, y) = {z} and k(t, z) := k(z), it becomes

the strong k-diagonal quasiconvexity or strong k-diagonal quasiconcavity proposed

in [26]. If Y = X (the GFC-space becomes an FC-space), Ω = Z, T (z, y) = {z},
h(t, z, y) = h(z, y) and k(t, z) = k(z), this definition contains the k-diagonal quasi-

convexity wrt H of type I, II and III stated in Definition 4.2 of [11]. As explained

in [11, 14, 26 ], all these definitions generalize and relax the classical quasiconvexity.

Proposition 2.5. h is (k, T, rα)-quasiconvex wrt H if and only if hrα is H-KKM.

Proof. ”Only if ”. For each N = {y0, y1, ..., yn} ∈ 〈Y 〉, each {yi0 , yi1 , ..., yik} ⊆ N

and each z ∈ H(ϕN (∆k)), there is j ∈ {0, 1, ..., k} such that

α(t, T (z, yij )), r(h(t, z, yij ), k(t, z)). (2)

If hrα was not H−KKM , there would be N = {y0, y1, ..., ym} ∈ 〈Y 〉, {yi0 , yi1 , ..., yil
} ⊆

N such that H(ϕN (∆l)) 6⊆
⋃l

j=0 hrα(yij ). This means the existence of z ∈
H(ϕN (∆l)) such that, ∀j ∈ {0, 1, ..., l},, z /∈ hrα(yij ), i.e.

α(t, T (z, yij )), r(h(t, z, yij ), k(t, z)),

which contradicts (2).
”If ”. Assume the H-KKM property of hrα, i.e. for each N ∈ 〈Y 〉, each {yi0 , yi1 , ..., yik} ⊆
N , one has

H(ϕN (∆k)) ⊆
⋃k

j=0 hrα(yij ). (3)

Supposing h is not (k, T, rα)-quasiconvex wrt H we easily use the definition of this

quasiconvexity to get a contradiction to (3). �

Note that if X = Y (and the GFC-space becomes an FC-space), Ω = Z, T (z, y)

= {z}, h(t, z, y) = h(z, y) and k(t, z) = k(z), this proposition collapses to Propo-

sition 4.1 of [11].

Proposition 2.6. If a multifunction S : Y → 2Z exists such that, for each z ∈ Z,

Y \S−1(H−1(z)) is S-subset of Y wrt Y \h−1
rα (z), then h is (k, T, rα)-quasiconvex

wrt H.
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Proof. We show that hrα is H-KKM by supposing to the contrary the exis-

tence of N ∈ 〈Y 〉 and {yi0 , yi1 , ..., yik} ⊆ N so that H(ϕN (∆k)) 6⊆
⋃k

j=0 hrα(yij ).

This means the existence of x ∈ ϕN (∆k) and z ∈ H(x) with z /∈ hrα(yij ) for all

j ∈ {0, 1, ..., k}, i.e. {yi0 , yi1 , ..., yik} ⊆ N ∩ (Y \h−1
rα (z)). As Y \S−1(H−1(z))

is S-subset of Y wrt Y \h−1
rα (z), one has x ∈ ϕN (∆k) ⊆ S(Y \S−1(H−1(z))).

Consequently, y ∈ Y \S−1(H−1(z)) exists such that z ∈ H(x) ⊆ H(S(y)), i.e.

y ∈ S−1(H−1(z)), which is impossible. Applying now Proposition 2.5 completes

the proof. �

For the special case as afore-mentioned for Proposition 2.5, Proposition 2.6 is

reduced to Proposition 4.2 of [11].

Proposition 2.7. If a multifunction S : Y → 2Z exists such that

(i) for each y ∈ Y and z ∈ H(S(y)), z ∈ hrα(y);

(ii) for each z ∈ Z, Y \h−1
rα (z) is an S-subset of Y ,

then h is (k, T, rα)-quasiconvex wrt H.

Proof. Suppose, ab absurdo, the existence of N ∈ 〈Y 〉, {yi0 , yi1 , ..., yik} ⊆ N

and z ∈ H(ϕN (∆k)) such that, for all j ∈ {0, 1, ..., k},
α(t, T (z, yij )), r(h(t, z, yij ), k(t, z)),

i.e. yij ∈ Y \h−1
rα (z). Since the last set is an S-subset of Y , z ∈ H(S(Y \h−1

rα (z))).

Hence, z ∈ H(S(y)) for some y ∈ Y \h−1
rα (z). By (i), z ∈ hrα(y) and we arrive at

the contradiction that y ∈ Y \h−1
rα (z). �

For the above-encountered special case, this proposition collapses to Proposi-

tion 4.3 of [11].

3. The solution existence for problem (IPrα)

In this section, besides (X, Y,Φ), Z, Ω, D, H, T , h, k, hrα defined as in section

2, let be given additionally S1 : Z → 2Z , S2 : Z → 2Y , f : Ω × Z × Y → 2D and

g : Ω×Z → 2D. Let E stand for the set of fixed points of S1, i.e. E = {z ∈ Z | z ∈
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S1(z)}.

Theorem 3.1. Assume for problem (IPrα) that

(i) for each compact subset X0 ⊆ X, clH(X0) is compact ;

(ii) E is nonempty, compactly closed ; for each z ∈ Z\E, S2(z) 6= ∅ and for each

N ∈ 〈Y 〉, each {yi0 , yi1 , ..., yik} ⊆ N ∩ S2(z), H(ϕN (∆k)) ⊆ S1(z);

(iii) ∀(z, y) ∈ E × S2(z), [α(t, T (z, y)), r(h(t, z, y), k(t, z))] implies [α(t, T (z, y)),

r(f(t, z, y), g(t, z))];

(iv) h is (k, T, rα)-quasiconvex wrt H;

(v) S−1
2 and h∗rα are transfer compactly open-valued, where for y ∈ Y ,

h∗rα(y) = {z ∈ S−1
2 (y) | α(t, T (z, y)), r(h(t, z, y), k(t, z))};

(vi) there exist S : Y → 2X and compact subset K ⊆ Z such that, ∀N ∈ 〈Y 〉,
there is an S-subset LN of Y containing N with S(LN ) being compact and

(a) ∀z ∈ clH(S(LN ))\K, ∃y ∈ LN , z ∈ cintS−1
2 (y);

(b) ∀z ∈ (clH(S(LN ))\K) ∩ E, ∃y ∈ LN , z ∈ cint(h∗rα(y)).

Then (IPrα) has solutions.

Proof. For y ∈ Y , set

Q(y) = (Z\S−1
2 (y)) ∪ (E ∩ hrα(y)).

To apply Theorem 2.3 for Q in the place of F we have to check its assumption (ii)

and (iii). We show first that Q is H-KKM. Let N ∈ 〈Y 〉, {yi0 , yi1 , ..., yik} ⊆ N

and z ∈ H(ϕN (∆k)). If z ∈ E, by (iv) and Proposition 2.5 there is j ∈ {0, 1, ..., k}
such that z ∈ E ∩ hrα(yij

) ⊆ Q(yij
) and we are done. If z ∈ (Z\E) ∩ S−1

2 (yij ),

∀j ∈ {0, 1, ..., k}, then yij ∈ S2(z). According to assumption (ii) of this theorem,

z ∈ H(ϕN (∆k)) ⊆ S1(z), i.e. z ∈ E, a contradiction. Thus there is j ∈ {0, 1, ..., k}
such that z ∈ Z\S−1

2 (yij
) ⊆ Q(yij

). Hence Q is H-KKM.

To prove (ii) of Theorem 2.3 it is more convenient to show that the complement

Z\Q(·) is transfer compactly open-valued. For any y ∈ Y , one has
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Z\Q(y) = [S−1
2 (y) ∩ (Z\E)] ∪ [S−1

2 (y)) ∩ (Z\hrα(y))]

= [S−1
2 (y) ∩ (Z\E)] ∪ h∗rα(y).

Now consider any nonempty compact subset K ⊆ Z and any z ∈ (Z\Q(y)) ∩K.

If z ∈ (Z\E) ∩ S−1
2 (y) ∩K, by the compact closedness of E and transfer compact

open-valuedness of S−1
2 , there is y′ ∈ Y such that

z ∈ (Z\E) ∩ intK(S−1
2 (y′) ∩K)

= intK((Z\E) ∩ S−1
2 (y′) ∩K)

⊆ intK((Z\Q(y′)) ∩K).

If z ∈ h∗rα(y)∩K, by the transfer compact open-valuedness of h∗rα, one has y′ ∈ Y

such that

z ∈ intK(h∗rα(y’) ∩K)

⊆ intK((Z\Q(y′)) ∩K).

As

(Z\Q(y)) ∩K = ((Z\E) ∩ S−1
2 (y) ∩K) ∪ (h∗rα(y) ∩K)

we see that Q(·) is transfer compactly closed-valued as required in (ii).

For (iii) of Theorem 2.3, we first show, for S, K and LN given in (vi),

clH(S(LN )) ∩
⋂

y∈LN
cclQ(y) ⊆ K.

Suppose the existence of z in the left-hand side such that z /∈ K. If z ∈ (Z\E),

then, by (vi), there is y ∈ LN such that z ∈ cintS−1
2 (y) ∩(Z\E). As Z\E is

compactly open (by (ii)), the last set is contained in cint(Z\Q(y)) = Z\cclQ(y), a

contradiction. If z ∈ E, (vi) gives y ∈ LN such that z ∈ cinth∗rα(y)⊆ cint(Z\Q(y))

= Z\cclQ(y), another contradiction.

Now that the assumptions of Theorem 2.3 have been checked, one has z ∈⋂
y∈Y Q(y). If z ∈ Z\E, the definition of Q shows that z ∈ Z\S−1

2 (y), ∀y ∈ Y ,

which implies the contradiction that S2(z) = ∅ (see (ii)). Thus z ∈ E. For each

y ∈ S2(z), i.e. z /∈ Z\S−1
2 (y), as z ∈ Q(y) one should have x ∈ hrα(y). Now

employing assumption (iii) of this theorem completes proof. �

Remark 3.2. In assumption (vi), if K = Z then (a) and (b) are satisfied. Fur-

thermore, in (v) we can replace the condition on h∗rα by the transfer compact
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closed-valuedness of hrα. If in (IPrα), X = Y = Z is a convex subset of a topo-

logical vector space, the four problems considered in [14, 17] become special cases

of four cases among the eight ones of this special cases of (IPrα). Taking H and

S being the identity maps, these four special cases of Theorem 3.1 still have as-

sumptions weaker than the corresponding ones in the main theorems of [14, 17]

(assumptions about convexity, openness, closedness, coercivity, etc). Hence this

theorem generalizes and improves also the corresponding results in [ 18, 19, 23,

26, 27]. Consider Theorem 3.1 for the special case, where X = Y (and the GFC-

space becomes an FC-space), S1(z) = Z, S2(z) = Y , Ω = Z, T (z, y) = {z}. If

assumption (iv) is replaced by the equivalent assertion given in Proposition 2.7 and

assumption (vi) is imposed particularly with S = I, then Theorem 3.1 collapses

to Theorem 4.2 of [12].

To compare Theorem 3.1 with Theorems 4.1 and 4.2 of [11] we need the lemma

below. First we explain some notations. If T (z, y) = {z}, T and α can be omitted

from problem (IPrα). Then the (k, T, rα)-quasiconvex wrt H is called simply (k, r)

- quasiconvex wrt H. Similarly, h∗rα becomes h∗r .

Lemma 3.3. Let (Y, Φ) be an FC-space, Z be a topological space, D be a set,

H : Y → 2Z , h, M : Z × Y → 2D and k : Z → 2D. Assume that

(i) ∀y ∈ Y , ∀z ∈ H(y), r(M(z, y), k(z));

(ii) either of the following conditions holds

(ii1) h is (k, r)-quasiconvex wrt Mr : Y → 2Z defined by

Mr(y) = {z ∈ Z | r(M(z, y), k(z))};
(ii2) ∀z ∈ Z, Y \M−1

r (z) is an FC-subspace of Y wrt h∗−1
r (z).

Then h is (k, r)-quasiconvex wrt H.

Proof. (ii1). ∀N ∈ 〈Y 〉, ∀{yi0 , yi1 , ..., yik} ⊆ N , ∀z ∈ Mr(ϕN (∆k)), ∃j ∈
{0, 1, ..., k}, r(h(z, yij ), k(z)) by assumption (ii1). Now (i) implies that ∀z ∈
H(ϕN (∆k)), z ∈ Mr(ϕN (∆k)). Thus, h is (k, r)-quasiconvex wrt H.

(ii2). It follows from (ii1) and Proposition 2.6. �
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Taking Lemma 3.3 (and some facts from Propositions 4.1-4.6 of [11] for de-

tailed checking, if needed) into account we obtain the following consequences, for

the particular case of an FC-space with S1(z) = Z, S2(z) = Y , Ω = Z, T (z, y) =

{z} (hence f(t, z, y) = f(z, y), g(t, z) = g(z)) investigated in [7]. Let us impose

in Theorem 3.1 assumption (vi) with S = I. With (iv) replaced by (i) and (ii1)

of Lemma 3.3, Theorem 3.1 is reduced to Theorem 4.1 of [11]. While with (iv)

replaced by (i) and (ii2) we receive Theorem 4.2 of [11].

Consider now an example, where we apply Theorem 3.1.

Example 3.4. Let Y = [-2, 0], Z = [0, 2], Ω = D = R. Let S1 : Z → 2Z ,

S2 : Z → 2Y , T : Z × Y → 2Ω, f : Ω× Z × Y → 2D and g : Ω× Z → 2D be given

by

S1(z) =

{
[0, z] if 0 ≤ z ≤ 1,

(z, 2] if 1 < z ≤ 2,

S2(z) = (−z, 0),

T (z, y) = (−1, 1),

f(t, z, y) = [min{tz, ty},max{tz, ty}],

g(t, z) = (−∞, z].

Find z̄ ∈ S1(z̄) such that,∀y ∈ S2(z̄),∀t ∈ T (z̄, y),

[min {tz̄, ty}, max{tz̄, ty}] ⊆ (−∞, z̄].

This is a variational inclusion problem (IPr1α1). To apply Theorem 3.1, choosing

X = [0, 1], we define a GFC-space (X, Y, {ϕN}) as follows. ∀N ∈ 〈Y 〉, take

ϕN : ∆n → [0, 1] as the canonical projection on the first coordinate axis (among n

+ 1 axes). Next we choose H ∈ KKM(X, Y, Z) by setting H(x) = {2}, ∀x ∈ X

(then clearly H ∈ KKM(X, Y, Z)). Now we verify the assumptions of Theorem

3.1. (i) and (iii) are obvious. For (ii) we see that E = [0, 1]∪{2} is closed and hence

compactly closed. Further, ∀z ∈ Z\E = (1, 2), ∀N ∈ 〈Y 〉, ∀{yi0 , yi1 , ..., yik} ⊆
N ∩ S2(z), z ∈ H(ϕN (∆k)) = {2}, we see that, ∀t ∈ T (z, yij ) = (−1, 1),

f(t, z, yij ) = [min {2t, tyij}, max{2t, tyij}]
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=

{
[tyij , 2t] if 0 ≤ t < 1,

[2t, tyij ] if − 1 < t < 0,

⊆

{
[tyij , 2] if 0 ≤ t < 1,

[2t, 2] if − 1 < t < 0,

= (−∞, 2]

= g(t, 2),

i.e. f is (g, T, r1α1)-quasiconvex wrt H. Passing to (v) we first compute S−1
2 (y).

Clearly S−1
2 (y) = ∅ for y = 2 and y = 0. For other y ∈ [−2, 0], one has

S−1
2 (y) = {z ∈ Z | − z < y < 0} = (−y, 2].

For calculating h∗r1α1
, we rewrite the above formula of f as follows, ∀t ∈ T (z, y) =

(-1, 1),

f(t, z, y) =

{
[ty, tz] if 0 ≤ t < 1,

[zt, ty] if − 1 < t < 0.

As tz ≤ z , ∀t ∈ (−1, 1) we obtain

{z ∈ Z | f(t, z, y) 6⊆ g(t, z)} = {z ∈ Z | ∃t ∈ (−1, 1), z < ty}

⊆ [0,−y).

Therefore,

h∗r1α1
(y) ⊆ S−1

2 (y) ∩ [0,−y) = ∅.

Thus, both S−1
2 and h∗r1α1

are transfer compactly open-valued in Y .

Finally for (vi) we simply take K = Z and S defined by S(y) = X, ∀y ∈ Y .

According to Theorem 3.1, problem (IPr1α1) in question has solutions. By direct

checking we see that z = 1
2 is a solution.

The results in [14, 17, 20] (and heme all early results in the literature mentioned

in these papers) cannot be applied for Example 3.4, since many assumptions are

not satisfied, e.g. S1 is not closed, coS2(z) 6⊆ S1(z) for z ∈ Z\E, etc.

The problem given in the next example can hardly be considered by known

results in FC-spaces, G-convex spaces, but is easily investigated by Theorem 3.1.
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Example 3.5. Let N be the set of the natural numbers, Y = N∪(−N), Z = [−1, 1],

D = R, f(z, y) = [zy, +∞) and g(z) = [z,+∞). Find z ∈ Z such that ∀y ∈ Y ,

f(z, y) ⊆ [z,+∞).

This is a special case of (IPr1α1), but α1 needs not be included as, in this

case, S1(z) = Z, S1(z) = Y , Ω = Z, T (z, y) = {z}. If one uses an FC-space

(Y, {ϕN}), one can hardly choose a suitable topology on Y and the corresponding

ϕN : ∆n → Y . Now we define a GFC-space by taking X = R and, ∀N ∈ 〈Y 〉,
ϕN (e) =

∑n
i=0 λiyi, where e =

∑n
i=0 λiei ∈ ∆n. We choose H : X → 2Z as

H(x) = {0}, ∀x ∈ X. Clearly H ∈ KKM(X, Y, Z) and assumptions (i)-(iii) of

Theorem 3.1 are satisfied.

For (iv) (with h = f and k = g), with any N ∈ 〈Y 〉, any {yi0 , yi1 , ..., yik} ⊆ N

and z ∈ H(ϕN (∆k)) = {0} we have f(z, yij ) = [0,+∞) = g(z), ∀j ∈ {0, 1, ..., k}.
Hence f is (g, r1)-quasiconvex wrt H. To check (v) we compute

f∗r1
(y) = {z ∈ Z | f(z, y) 6⊆ g(z)}.

= {z ∈ [−1, 1] | zy < z}

=


∅ if y = 1,

[−1, 0) if y > 1,

(0, 1] if y < 1,

which is open in Z, for each y ∈ Y . Therefore, f∗r1
is transfer compactly open-

valued.

For (vi) we take K = Z, S : Y → 2X as S(y) = [−|y|, |y|], ∀y ∈ Y and,

∀N ∈ 〈Y 〉, LN = N . Then it is not hard to see that LN is an S-subset of Y and

S(LN )) is compact. Furthermore, cl(H(S(LN )))\K = ∅. Then (vi) is fulfilled.

Theorem 3.1 concludes that the considered problem has solutions. We easily see

directly that z = 0 is a solution.

4. Applications to minimax problems

We first propose a particular case of (k, T, r1α1)-quasiconvexity wrt H, which

is suitable for minimax problems.
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Definition 4.1. Let (X, Y, {ϕN}) be a GFC-space, Z be a topological space,

H : X → 2Z , h : Z × Y → R ∪ {±∞} and λ ∈ R. h is called λ-quasiconvex

(λ-quasiconcave, resp.) wrt H in y if ∀N ∈ 〈Y 〉, ∀{yi0 , yi1 , ..., yik} ⊆ N , ∀z ∈
H(ϕN (∆k)), min0≤j≤kh(z, yij) ≤ λ (max0≤j≤kh(z, yij) ≥ λ, resp.). If Z = X and

H = I we omit ”wrt H” in the terminology.

Note that if h is λ-quasiconvex (λ-quasiconcave, resp.) wrt H in y then h is also

(k, T, r1α1)-quasiconvexity wrt H, where Ω = Z, T (z, y) = {z}, D = R ∪ {±∞},
and k(t, z) = (−∞, λ] ([λ, +∞), resp.). Note further that Definition 4.1 general-

izes Definitions 2.4 and 2.5 of [8] of λ-generalized G-diogonal quasiconvexity and

λ-generalized S-diogonal quasiconvexity, and the corresponding quasiconcavity for

G-convex spaces. Hence, this definition contains as special cases also the corre-

sponding notions in Definition 7 of [25] and Definition 1.7 of [33].

We need also the following notion of Definition 2.6 in [8].

Definition 4.2 (see [8]). Let Y be a nonempty set, Z be a topological space,

h : Z × Y → R∪ {±∞} and λ ∈ R. h is called λ-transfer compactly lower (upper,

resp.) semicontinuous in z if for each compact subset K ⊆ Z and z ∈ K,

[∃y, h(z, y) > λ ( < λ, resp.)] ⇒ [∃U(z), open neighborhood, ∃y0 ∈ Y ,

∀z′ ∈ U(z), h(z′, y0) > λ (< λ, resp.)].

Let us define h∗ : Y → 2Z by h∗(y) = {z ∈ Z | h(z, y) > λ} (< λ, resp.). Then

h is λ-transfer compactly lower (upper, resp.) semicontinuous in z if and only if

h∗ is transfer compactly open-valued.

Theorem 4.3. Let (X, Y, {ϕN}) be a GFC-space, X being a Hausdorff topological

space, h, f : X × Y → R ∪ {±∞}, λ, µ ∈ R. Assume that

(i) ∀(x, y) ∈ X × Y , h(x, y) ≤ λ ⇒ f(x, y) ≤ µ ;

(ii) h is λ-quasiconvex in y and λ-transfer compactly lower semicontinuous in

x;

(iii) there exist S : Y → 2X and a compact subset K ⊆ X such that, ∀N ∈ 〈Y 〉,
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there is an S-subset LN of Y containing N with S(LN ) being compact and

S(LN ) ∩
⋂

y∈LN
ccl{x ∈ X | h(x, y) ≤ λ} ⊆ K.

Then x ∈ X exists such that f(x, y) ≤ µ, ∀y ∈ Y . Hence infx∈Xsupy∈Yf(x, y) ≤ µ.

Proof. To apply Theorem 3.1 we verify its assumptions for the case of (IPr1α1),

where Z = Ω = X, S1(x) = X, S2(x) = Y , H = I, T (x, y) = {x}, D = R∪{±∞},
k(t, x) = [−∞, λ] and g(t, x) = [−∞, µ]. (i)-(ii) are obviously fulfilled. (iii) and

(iv) follow from (i) and (ii) of Theorem 4.3. For (v) we have

h∗r1α1
(y) = {z ∈ Z | h(z, y) /∈ [−∞, λ]} = h∗(y).

Hence h∗r1α1
is transfer compactly open-valued by (ii) of Theorem 4.3. Finally, for

(vi) we see that if x ∈ [clS(LN )\K]∩E = S(LN )\K then, by (iii) of Theorem 4.3,

x ∈
⋃

y∈LN

(X\ccl{x’ ∈ X | h(x’, y) ≤ λ}).

Hence, ∃y ∈ LN , ∃x ∈ X\ccl{x’ ∈ X | h(x’, y) ≤ λ} = cint{x’ ∈ X | h(x’, y) /∈
[−∞, λ]} = cinth∗(y). Thus, (vi) is checked. By virtue of Theorem 3.1, there

exists x ∈ X such that f(x, y) ∈ [−∞, µ], ∀y ∈ Y . �

Note that if Y ⊆ X, {ϕN} is the family of continuous mappings ϕN : ∆N →
Γ(N) defined for the G-convex space (X, Y,Γ), and λ = µ, then Theorem 4.3

includes properly Theorem 4.1 of [8] (the former has weaker assumptions). If ad-

ditionally, h = f , λ = µ = 0 and Y is compact, a weaker counterpart of this case

of Theorem 4.3 is Theorem 4.2 of [8]. Hence Theorem 9 of [25], Theorem 3.3 of

[33] and the well-known Ky Fan minimax inequality are also proper special cases

of Theorem 4.3.

Theorem 4.4. Let (X, Y, {ϕN}) and (Y, X, {ϕ′
N}) be two GFC-spaces, X and

Y being Hausdorff topological spaces, h, k, f : X×Y → R∪{±∞} and λ, µ, γ ∈ R.

Assume that

(i) ∀(x, y) ∈ X × Y , h(x, y) ≤ λ ⇒ f(x, y) ≤ µ and k(x, y) ≥ γ ⇒ f(x, y) ≥ µ;

(ii) h is λ-quasiconvex in y and λ-transfer compactly lower semicontinuous in

x; k is γ-quasiconcave in x and γ-transfer compactly upper semicontinuous

in y;
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(iii1) there exist a compact subset X0 ⊆ X and S : Y → 2X such that, ∀N ∈ 〈Y 〉,
there is an S-subset LN of Y containing N with S(LN ) being compact and

S(LN ) ∩
⋂

y∈LN

ccl{x ∈ X | h(x, y) ≤ λ} ⊆ X0;

(iii2) there exist a compact subset Y0 ⊆ Y and S′ : X → 2Y such that, ∀N ′ ∈ 〈X〉,
there is an S′-subset LN ′ of X containing N ′ with S′(LN ′) being compact

and

S′(LN ′) ∩
⋂

x∈LN′

ccl{y ∈ Y | k(x, y) ≥ γ} ⊆ Y0.

Then a saddle point (x, y) of f exists, i.e. f(x, y) ≤ f(x, y) ≤ f(x, y), for all

(x, y) ∈ X × Y . Hence

minx∈Xmaxy∈Yf(x, y) = maxy∈Yminx∈Xf(x, y).

Proof. Apply first Theorem 4.3 to get x ∈ X with f(x, y) ≤ µ, ∀y ∈ Y . Now

invoking to Theorem 3.1 with exchanging the roles of X and Y and taking r = r1,

α = α1, S1(y) = Y , S2(y) = X, Ω = Y = Z, H = I, T (y, x) = {y}, D = R∪{±∞},
k(t, y) = [γ, +∞], g(t, y) = [µ,+∞] we obtain y ∈ Y such that f(x, y) ≥ µ,

∀x ∈ X, and the conclusion is obtained. �

Corollary 4.5. Let (X, Y, {ϕN}) and (Y, X, {ϕ′
N}) be two GFC-spaces, X and

Y being Hausdorff topological spaces, S : Y → 2X ,S′ : X → 2Y , f : X × Y →
R ∪ {±∞} and µ ∈ R. Assume that

(i) in y function f is µ-quasiconvex, µ-transfer compactly upper semicontinu-

ous, and in x function f is µ-quasiconcave and µ-transfer compactly lower

semicontinuous;

(ii) there exist compact subsets X0 ⊆ X and Y0 ⊆ Y such that, ∀N ∈ 〈Y 〉,
∀N ′ ∈ 〈X〉, there are S-subset LN of Y containing N and S′-subset LN ′ of

X containing N ′ with S(LN ) and S′(LN ′) being compact and

S(LN ) ∩
⋂

y∈LN
ccl{x ∈ X | f(x, y) ≤ µ} ⊆ X0,

S′(LN ′) ∩
⋂

x∈LN′ ccl{y ∈ Y | f(x, y) ≥ µ} ⊆ Y0.
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Then there exists a saddle (x, y) of f , i.e. f(x, y) ≤ f(x, y) ≤ f(x, y), for all

(x, y) ∈ X × Y . Hence

minx∈Xmaxy∈Yf(x, y) = maxy∈Yminx∈Xf(x, y).

Proof. We simply apply Theorem 4.4 with h = k = f and λ = γ = µ. �

We remark that for the special case, where X and Y are subsets of two G-

convex spaces E and E′, {ϕN} and {ϕ′
N} are the families of continuous mappings

defined in these G-convex spaces, and µ = 0, Corollary 4.5 includes and improves

Theorems 4.3 - 4.5 of [8], Theorems 4.1, 4.2 and 4.4 of [33], Theorem 10 of [25]

and of course also the celebrated Von Neumann minimax theorem.
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